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A model of visual–spatial memory across saccades
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Abstract

This paper describes a neural network model that directs saccades back to targets after they disappear and other saccades
intervene. This is a simple example of knowing where something is after it is no longer visible and the observer has moved. These
tasks require a short-term memory that can store continuous values of spatial location. The model was generated by training a
neural network with a recurrently connected hidden layer to specify memory-guided saccades. The trained network maintains
stored locations accurately for a few seconds. It uses a leaky integrator mechanism in which there is a slow decay of the stored
value to a small number of fixed point attractors. Similar mechanisms have been used to model oculomotor integration (Cannon,
S., Robinson, D., & Shamma, S. (1983). A proposed neural network for the integrator of the oculomotor system. Biological
Cybernetics, 49, 127–136; Seung, H. (1998). Continuous attractors and oculomotor control. Neural Networks, 11, 1253–1258).
The mechanism is robust to parameters such as the input and output format and the constraints in training. However, the
receptive field properties of the hidden units do depend on these parameters. It was possible to find biologically plausible
parameters that produced hidden unit behavior similar to that of real neurons involved in saccade memory. In particular, training
the model to simultaneously represent the target location in both eye- and head-based reference frames produces units similar to
neurons in parietal saccade areas. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Spatial working memory stores information that re-
mains valid when observers move and objects disappear
from view. The full problem of spatial working memory
is very complex, but some of its important features can
be studied using simple tasks. Here we model a task
requiring the return of gaze to an out of sight target
after saccades to other secondary locations intervene.
The model addresses the issues of whether eye- or
head-based reference frames represent the target loca-
tion, the mechanism that remembers locations, and the
way these locations are updated to correct for interven-
ing eye movements. It demonstrates that the required
computations can be distributed among all the units in
a recurrent network. Individual units participate in
both the eye- and head-based representations of the
target location. The close similarity between the behav-

ior of model units and real neurons is consistent with
the brain using mechanisms like those of the model.

The computations needed to accomplish the multiple
saccade task are quite simple. This makes it straightfor-
ward to design a neural network that can implement
the task. However, it is very difficult to explicitly design
a network that can actually account for the experimen-
tal observations in detail. This is because the available
data indicate that the brain may use several computa-
tional strategies in a complex, distributed way (Sparks,
1989).

Neural network models with realistically distributed
computations can be generated using optimization
rather than explicit design. This technique requires
specifying the temporal sequence of inputs and outputs
for the task rather than the detailed connectivity of the
network. The optimization, or ‘learning’, procedure
finds connection weights that configure a network to
implement the task. Analysis of these models shows
that, while they often use the same basic computational
strategies as explicitly designed networks, the computa-
tions are distributed in a realistic way that closely
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approximates experimental data. This approach has
proven useful in accounting for the often obscure be-
haviors exhibited by neurons in distributed dynamical
systems. The optimization paradigm is called ‘neural
system identification’ (Zipser, 1992). It was used to
configure the model described here. With neural system
identification, finding good input and output represen-
tations becomes critical for getting models that fit the
data.

The input representation we use was chosen to sup-
ply the information known to be required for the task.
Its format is a rough approximation of what we believe
the input to parietal areas is like.

The outputs were chosen to account for the existing
experimental data. Both eye- and head-based strategies
have been proposed for the multiple saccade task
(Sparks, 1989). These strategies differ in the way correc-
tions are made for intervening eye movements. For the
eye-based strategy, target locations are stored dynami-
cally. Eye-based memory has to be updated during each
intervening saccade, but it can be used to saccade back
to the target without reference to the current eye posi-
tion (Moschovakis, 1987). For the head-based strategy,
target locations are stored statically relative to the
head. The remembered location does not need to be
updated during intervening saccades, but the current
eye position has to be used to correct it when a saccade
is made back to the target (Robinson, 1975; Sparks &
Mays, 1983a). These eye- and head-based correction
mechanisms seem mutually exclusive. However, prelimi-
nary modeling showed that both mechanisms can be
combined in a single network. This is done by including
both references frames in the output representation that
the network is trained to produce. The mixed frame
model, which we describe here, performed better than
either eye- or head-based models alone, and gave more
realistic results.

The details of how location is coded in the output
determines the shape and size of model neuron recep-
tive fields. We searched for and found codings, de-
scribed below, for eye- and head-based frames that give
a reasonably good fit to experimental observations.

It is known from previous optimization modeling of
dynamic short-term memory that different memory
mechanisms are generated by training with discrete or
continuous values (Zipser, 1991; Moody, Wise, Pelle-
grino, & Zipser, 1998; Seung, 1998). We found that
only training on an unlimited set of continuous valued
locations generated models with neurons having realis-
tic receptive fields.

2. Neural network model

The task we modeled begins with a briefly flashed
target, followed by saccades to secondary, randomly

located, targets, and ending with a saccade back to the
original target. The final saccade must take into ac-
count the change in eye position due to the intervening
saccades. An experimentally studied version of this is
the double-saccade task (Hallett & Lightstone, 1976;
Mays & Sparks, 1980; Sparks & Mays, 1983b). The
target space we used is the frontal depth plane. This
differs from much of the experimental work which is in
the fronto-parallel plane. The results, however, were
much the same.

A typical trial of the task is presented in Fig. 1. At
the start of each trial a target is illuminated at a
randomly chosen location in the horizontal depth plane
in front of a model observer. It is visible through the
one-dimensional retinal arrays of a left and a right eye.
After a brief interval, the target disappears and sac-
cades are executed to randomly chosen intervening
locations in complete darkness. Details of the task are
given in Appendix A.

To accomplish the task, the network must do three
computations — map from sensory inputs to represen-
tations of target location, store this information, and
remap it at appropriate times.

The model architecture is shown in Fig. 2. It has an
input, hidden, and output layer. The input layer con-
sists of two one-dimensional retinas together with eye
position and velocity channels. The output layer con-
sists of two 10×10 grids of units that give a distributed
representation of the target’s location in an eye- and a
head-based frame. Details of the input and the output
encoding are provided in Appendix A.

The hidden layer consists of recurrently connected
logistic units. It transforms the inputs into the desired
output and, because of the recurrent connections, main-
tains an active memory of the location of the stimulus
when visual input is absent. Equations for updating the
activity of the units are given in Appendix A along with
how the model is optimized to perform the task.

3. Performance of the model

The network was successful in learning the task. To
assess its performance, the center of mass of activity in
the output array was taken to be the target location
(see Appendix A). Here in Fig. 3, the location output in
eye- and head-based frames is shown over a typical task
trial. The network had 80 hidden units. It updates the
retinal direction and disparity during intervening sac-
cades. It also maintains the head-based direction and
distance while buffering them against changes during
saccades.

The average spatial error over many trials is given in
Table 1 for networks with different sized hidden layers.
Each network is run through 5000 randomly generated
task trials. The squared error between the output loca-
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tion and the actual location is averaged over the dura-
tion of the trials. The root mean squared error (RMSE)

is given for each coordinate. As expected, error de-
creases as the size of the network increases.

Fig. 1. Diagrams of the target and fixation locations in the task workspace and the corresponding inputs and outputs are presented during a
typical trial. Snapshots of the workspace, the input, and the output arrays are taken at four points in time (t=100, 300, 500, and 700 ms). The
inputs and outputs are updated every 10 ms so they actually change in a more continuous fashion than indicated by these four snapshots.
Workspace diagrams : A diagram of the fixation point and the saccade target is drawn at the four points in time. The trial starts with the eyes
fixated on F1 and a visible target at T (left frame). The target disappears (2nd frame) and saccades are made to other secondary fixation points
(3rd and 4th frames). The location of the target and fixation points, as well as the timing of events, is chosen at random for each trial. Details
are given in Appendix A. Head-based outputs : The head-based output format represents the location of the memory target. It consists of a 10×10
array of units. The array covers the range from −15 to 15° in direction and 15–45 cm in distance. The target location is represented by the center
of a Gaussian bump of activity (legend on the far right). Since the target does not move, the location of activity remains stationary over the trial.
Eye-based outputs : The eye-based output format also consists of a 10×10 array of units. The array covers the range from −25 to 25° in retinal
direction and from −10 to 10° in retinal disparity. The fixation point is the origin of this coordinate system. It is surrounded by the checkered
box that was depicted in the workspace diagrams. Note that the range covered in the eye-based array is larger than the extent of the workspace,
so the checkered box appears smaller. Target location is again represented by the location of Gaussian-shaped activity. In contrast to the
head-based output, the location in the eye-based outputs is updated with each saccade (3rd and 4th frames). Retinal inputs : A left and right retinal
array provide visual input to the network. Each retinal array consists of 10 units with Gaussian receptive fields. When a target is visible, the units
near the point where light from the target hits the retina are the most active (left frame). After it disappears, both arrays have zero activity (other
frames). Extra-retinal inputs : The position of the eyes is described by two angles. The first is the average angle of rotation of the eyes, called the
conjugate angle, and the second is the difference between the angles of rotation, called the vergence. The position and the velocity of the two
angles is shown in four plots. In each plot the value is given every 10 ms during the trial. Saccades at 400 and 600 ms are simulated as continuous
movements with bell-shaped velocity profiles. Details are given in Appendix A. The velocity and position values are represented to the network
by four input units. Each unit’s activity linearly encodes one of the values.
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Fig. 2. The neural network architecture includes an input, hidden,
and output layer. The input layer consists of the units from the left
and right retinal arrays and the four extra-retinal units. Each unit in
the hidden layer receives connections from all of the units in the input
layer. Hidden units also receive inputs from the rest of the hidden
layer through recurrent connections. The hidden layer is fully-con-
nected to the output layer. Details for input and output representa-
tions are given in Appendix A.

The rate of decay and trajectory of the remembered
location are not much affected by intervening saccades.
In Fig. 4, four trajectories (in grey) are shown that are
produced from repeating the original trial but with
randomly selected intervening saccades during the first
2 s. Each saccade introduces a slight perturbation to the
remembered location. Also, since changing the position
of the eyes alters the input to the network, it can also
alter where the final resting points are located. As a
result, the direction of decay changes slightly after each
intervening saccade. Nonetheless, the decay continues
at about the same rate. After 2 s, the eyes are returned
to the central fixation point, and the decay continues to
the same fixed point as in the original trial.

The network was analyzed to determine the rate of
memory decay and the location and number of terminal
attractors. Trials similar to that shown in Fig. 4 are
repeated with the target being presented at different
workspace locations. Within distinct sub-regions of the
workspace, the remembered location decays to a unique
fixed point. These regions around the fixed point are
called its basins of attraction. They are shown in Fig. 5
for a network with 80 units. Within each basin the
direction of decay during the first second of the trial is
shown. The initial direction does not always point
directly to the final resting location that it will eventu-
ally reach.

Memory for an extinguished stimulus improves with
increasing network size. The number of attractors and
the average initial rates of decay are given in Table 2
for different network sizes. Increasing the size does not
necessarily increase the number of attractors. For ex-
ample, a mixed-output network with 40 units has five
fixed point attractors while one with 80 units has only
two. What does change consistently is that the average
rate of decay decreases.

5. Remapping performance

Each time an intervening saccade occurs, the network
updates the target’s eye-based location. The update
requires that the location shift by a vector that is the
opposite of the saccade. If the size of the shift is
expressed as a percentage of the saccade magnitude,
then a shift of 100% is required. Also, if the direction is
given relative that opposite of the saccade, then 0° is
correct.

Networks are successful in remapping eye-based lo-
cations for saccades. In Table 3 the average percentage
shifts and average shift directions are given for different
sized networks. Averages are computed over the sac-
cades that occurred during 5000 random task trials.
Other than the smallest version of the network, there is
not much improvement with increasing network size.
What does improve is the accuracy of the spatial infor-

4. Memory decay

The memory mechanism employed by the neural
network is of a leaky integrator type. It accurately
maintains the stored value for the time interval trained,
but ultimately that value decays to one or more fixed
stable points (Zipser, 1991; Seung, 1998). The locations
of the fixed points have little relation to the original
location. Unlike most attractor neural networks, here
the value is not stored by settling to a fixed point.
Instead, it is stored by slowing the decay at every
continuous location and staying away from the fixed
points.

Memory for the location of an extinguished stimulus
across saccades decays very slowly. The location of the
original stimulus together with the head-based location
output by a network with 80 hidden units is shown in
Fig. 4. Each black circle reflects the location output by
the network at intervals of 50 ms. Initially the memory
is close to the target’s location (black square) but
slowly decays. After 20 s, the location decays to a fixed
point attractor. In the example shown, it decays to an
attractor near the center of the workspace losing all
memory of the original location.
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mation stored (as reflected in Table 1) and the rate of
its decay (as reflected in Table 2).

6. Comparison to physiological data

The response properties of the hidden units are com-
pared to those of real neurons to see the degree to
which the model accounts for experimental data. The
data from the model differs from experimental data in
that the target locations tested lie in the frontal depth
plane. Most experimental work has been in the fronto-
parallel plane. Despite the change in coordinates, hid-
den units exhibit similar response properties.

The preferred saccade direction of each unit remains
nearly the same during the visual and memory periods
of its response. Units have response curves with a single
peak at the preferred direction (Fig. 6B). The peaks
during the visual and the memory periods are typically
aligned, unless one of the responses is weak (Fig. 6C).
Of those units with strong responses in both periods,
most prefer either the same direction or an adjacent
direction (Fig. 6D). The average difference in direction
is 16°. Similar results are found among cells in LIP and
area 7a with the median difference in preferred direc-
tion of 12° (Barash, Bracewell, Fogassi, & Andersen,
1989).

The magnitude of the directional response is modu-
lated by gain fields. The gain fields are described well as
a planar function of the position of the eyes in their
orbits (see Appendix A). None of the units had local or
peaked gain fields. The effect of modulation can be

quite large. A typical unit is shown in Fig. 7B. Its
response is largest for eye positions towards the top
right of the workspace. Most of the units have some
modulation due to fixation. Across the population, the
average response varies by 38% of its peak value over
the fixation positions tested. Comparable effects are
observed in parietal areas (Andersen, Bracewell,
Barash, Gnadt, & Fogassi, 1990). Another property
shared by the units and parietal cells is that the gradient
direction of their gain fields is typically aligned during
the visual and memory response periods (Fig. 7D).

The preferred saccade direction remains nearly the
same at different fixation positions. The tuning at dif-
ferent fixations is shown for a typical unit (Fig. 8B).
The most common effect from eye position is simply to
modulate the magnitude to the directional response.
This is consistent with what is found in LIP and area 7a
(Andersen et al., 1990).

A small subset of units do change their preferred
direction with the fixation position (Fig. 8C). Later
analysis shows these units are better described as hav-
ing a receptive field sensitive to the head-based loca-
tion. Similar cells have not been identified in area 7a or
LIP (Andersen et al., 1990). We address this dis-
crepancy between the data and the model in the
discussion.

7. Analysis of memory strategies

The neural network model uses a mixture of eye- and
head-based strategies to solve the memory-guided sac-

Fig. 3. The location outputs by the network with 80 units are shown for the example trial presented earlier in Fig. 1. Each plot shows the correct
target location by the black line along with the location output of the network overlaid as a series of circles. On the left, the plots for the eye-based
coordinates, retinal direction and disparity, are given. The eye-based location is updated each time an intervening saccade occurs. On the right,
the head-based coordinates, direction and distance, are given. The head-based location remains stable despite intervening saccades.
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Table 1
The performance for networks with different sized hidden layersa

Hidden unitsTraining regime RMSE for retinal RMSE for retinal RMSE for spatialRMSE for spatial
depth (cm)direction (degrees)disparity (degrees)direction (degrees)

6.61 1.83 4.79 4.75None –
2.21 0.7820 2.36Continuous 2.70

40Continuous 1.47 0.49 1.83 1.82
80Continuous* 1.06 0.37 1.56 1.74

1.24 0.3780 1.70Continuous 1.65
1.12Continuous 0.29160 1.55 1.57

a The root mean squared error between the location output by the network and the correct location is averaged as 5000 random task trials are
simulated. It is reported here for each of the output coordinates. In the top row, it is given for the case when the location is simply set its mean
value. This provides a baseline performance. The asterisk and bold print highlight the network whose hidden unit response properties are analysed
in detail.

cade task. The two strategies are implemented in a
complex distributed way among the hidden units. There
is a continuous range of hidden unit types between
those with eye-based receptive fields and those with
head-based receptive fields. Most units participate in
both representations simultaneously. The connectivity
in the hidden layer suggests that both representations
are involved in maintaining a working memory through
recurrent feedback, and that they support each other by
sharing information.

The receptive fields during visual and memory peri-
ods were mapped in detail at each of nine fixation
positions. In Fig. 9, the different types of receptive
fields are presented for four hidden units. Only the
visual receptive are shown here, but in each case the
memory receptive field is similar except for a change in
the magnitude of the response. In Fig. 9A, unit 45 has
a pure eye-based receptive field that is tuned to the
retinal direction and disparity of the target. Note that
the location of the receptive field remains nearly con-
stant relative to the fixation point. In Fig. 9B, unit 44
has a pure head-based receptive field that is tuned to
the direction and distance of the target in the
workspace. The position of its receptive field does not
vary with the position of the eyes. A second head-based
unit is shown in Fig. 9C. It shows more variation in
response with eye position. Also, it has a receptive field
that is peaked for locations central in direction. Last, in
Fig. 9D a third type of unit is presented. It has an
intermediate receptive field. Intermediate receptive
fields are characterized by the magnitude of the re-
sponse being modulated by a gain field that depends on
where the eyes are fixating.

To provide a quantitative description of the receptive
fields, the data from each unit is fit by four alternative
regression models (see Appendix A). The first model is
a pure eye-based receptive field. It has six free parame-
ters which define a two-dimensional Gaussian curve
that is a function of the retinal direction and retinal
disparity of the target. The second model is a pure

head-based receptive field. It has also six free parame-
ters which define a two-dimensional Gaussian curve
that is a function of the direction and the distance of
the target in space. The first and second models are
each augmented with a planar gain field to give the
third and fourth models. The planar gain field has three
free parameters and is a function of the conjugate and
vergence eye position. It multiplicatively modulates the
magnitude of the receptive field response for different
fixation positions.

Fig. 4. The trajectory of decay for the head-based location output by
a network of 80 units is shown. Each trial begins with the eyes fixated
at the center of the workspace and with the target being flashed for
100 ms at the location labeled T. After the target disappears, the
location stored by the network is shown over a 20-s period. The
trajectory indicated by the series of black circles shows the decay
when no intervening saccades occur. Each black circle gives the
location every 100 ms. The gray trajectories show the decay on trials
where intervening saccades are performed to random locations. The
saccades occur every 200 ms during the first 2 s. The gray squares
mark the point in the trajectory where a saccade begins. Each saccade
introduces a perturbation to the stored location and also to the
subsequent direction of decay. On average, the perturbations cancel
and the value decays to the same fixed point at a similar rate.
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Fig. 5. The attractor basins of the 80 unit network are shown. The
final location to which each point in a basin converges is indicated by
the letter (A,B). The decay during the first second is shown at several
points in the workspace as the vectors with circles on their ends.

respond only to visible targets while others respond
only after they disappear. Others respond in both
conditions.

The size of the receptive fields in the hidden layer
approximately matches that of the receptive fields in the
output layer. In fact, it was possible to control the size
by adjusting the outputs. These changes do no affect
the types of hidden units that form, or the mechanisms
used to solve the problem. In the network with 80 units,
the average size of the eye-based receptive field is 6.5°
in retinal direction and 2.8° in disparity. This is close to
what is reported among LIP cells (Gnadt & Mays,
1995; Gnadt & Breznen, 1996). The average size of the
head-based receptive field was 6.4° in direction and 6.9
cm in distance. No statistics are available to compare
with these head-based sizes. However, the exact size
does not appear essential to the network’s behavior.

Among the population there is a continuous range
between eye-based, head-based, and intermediate re-
sponse types. This is illustrated in Fig. 11. Each unit is
presented as a single point. Its location on the x-axis
describes whether or not it has eye- or head-based
tuning. Its location on the y-axis indicates whether or
not it has a strong gain field. Units with pure eye-based
tuning, such as unit 45, appear in the lower left corner.
Those with pure head-based tuning, such as unit 44,
appear in the lower right corner; and those with strong
gain fields, like unit 14, appear towards the upper
middle. The other units are evenly distributed between
these extremes.

Analyzing the strength of the recurrent weights helps
to understand how the network solves the problem. The
strength of the connections between different types of
units indicates how information flows and is tran-
formed in the hidden layer. If a group of units uses
information from another group then the weights com-
ing from that group should be non-zero. On the other
hand, if the information is ignored then the weights
should go to zero to reduce the interference caused by
the extraneous activity.

Regressions provide estimates for the locations and
the sizes of the receptive fields, for the direction and
amplitude of the planar gain fields, and also for the
amplitude of the visual and memory responses. The
locations of receptive fields are spread over the space of
each output more or less uniformly (Fig. 10A,B). The
directions of gain fields are also more or less uniformly
distributed (Fig. 10C). Over the population, there was
no significant correlation between where the receptive
field was located and the direction of the gain field. In
other words, units with similar receptive field locations
typically had different gain field directions. The ampli-
tude of visual and memory response in each unit varies
widely across the population (Fig. 10D). Some units

Table 2
The rate of decay in cm per second are given for each attractor of a different sized networksa

Hidden units Decay within each attractor (cm/s) Average decay over workspace

EDCBA

1.511.521.2120 1.491.56
0.59 0.81 0.7640 0.99 1.16 0.88

0.7280* 0.780.79
80 0.960.47 0.65 0.73 0.99 0.75
160 0.330.43 0.33 0.42 0.40

a In each row, the attractors are arranged in ascending order by their distance from the center of the workspace. Attractors near the center have
slower rates of decay because the center is sampled more frequently in training. On the far right the average rate of decay over the entire
workspace is given. The row highlighted in bold text or with asterisk corresponds to the network whose units response properties are analysed
in detail.
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Table 3
The mean and S.D. of the percentage shift and direction of the shift are given for different sizes of the networka

Training regime Percentage shift (mean�S.D.)Hidden units Shift direction (mean�S.D.)

78.3�20.520 −0.2�13.4Continuous
91.1�19.8Continuous −0.3�12.040
93.6�18.580 −0.2�10.9Continuous*

Continuous 91.0�16.880 −0.2�11.0
92.4�17.1160 −0.1�11.0Continuous

a Statistics are computed from saccades with magnitude greater than 5° in 5000 random task trials. The vector shift in the output location, o� ,
was computed as the difference between the location one timestep after and one timestep before the saccade. The percentage shift is �o� �/�s� � where
s� is the saccade vector, and the shift direction is the angle between o� and −s� .

Eye- and head-based strategies can be differentiated
by the pattern of recurrent connectivity between differ-
ent types of units. For the eye-based strategy, the
eye-based units alone should maintain the memory of
the target. Given the memory provided by them, the
intermediate units could transform the location into a
head-based frame for the outputs. This transformation
could be done in a feed-forward manner without recur-
rent feedback among either the intermediate or head-
based units. In short, only the eye-based units would
require strong recurrent feedback to themselves in order
for them to maintain the memory. For a pure head-
based strategy the reverse is true, only the head-based
units would require strong recurrent feedback. The
head-based memory can be transformed back into the
eye-based frame in a feed-forward manner.

The connectivity in the network suggests that both
strategies are active simultaneously, and that informa-
tion is shared between them. Units are divided into
three nearly equal groups: eye-based, intermediate, and
head-based as depicted in Fig. 11. The average magni-
tude of recurrent weights from each group to the others
are calculated and presented in Table 4. Both the eye-
and head-based groups have strong recurrent feedback.
They also make connections of comparable size to the
intermediate types. This suggests that besides maintain-
ing memory among themselves, that information is
shared in both directions going from eye- to head-based
types and vice versa. Further, although the feedback for
the intermediate units is smaller, it is still of similar size.
Thus intermediate types are unlikely to be limited to
relaying information back and forth, but are also in-
volved in maintaining a memory among themselves.

The mixture of strategies employed by the network is
also revealed when either its eye velocity or eye position
inputs are lesioned. Both of these lesions impair its
ability to update locations during intervening saccades.
If a pure eye-based strategy was employed, then it
would only require eye velocity to keep the location
updated (Droulez & Berthoz, 1991; Moschovakis, 1996;
Zhang, 1996). In this case, lesions of eye position would
be expected to have no effect on the network’s updating
ability. On the other hand, for a pure head-based

strategy only the eye position should be required in
order to update the location from the stored value
(Robinson, 1975; Sparks & Mays, 1983a). Here lesion-
ing eye velocity should have no effect. In Table 5, the
performance is presented for both types of lesion. In
either case there is a slight impairment. The network
makes a partial update with about half the desired shift
in the correct direction. The two strategies make nearly
equal contributions to the update.

8. Discussion

The memory mechanism learned here is of the ‘ana-
logue’ type that works by slowing the ultimate decay to
one of a few attractors. This differs in behavior from
other possible solutions such as the dynamic memory
map proposed by Droulez and Berthoz (1991) and the
‘line attractor’ proposed by Zhang (1996). In our solu-
tion, decay always follows a fixed path for a given
starting location. In their models memory decay is noise
driven in a random walk motion that does not go to
any particular fixed point. Another possible way to
implement active memory is to have a large number of
attractors spread out over space. This would lead to
decay to one of many fixed points, but have the advan-
tage that the terminal states would be near the remem-
bered targets. These three kinds of decay could
potentially be distinguished experimentally by observ-
ing short-term spatial memory decay.

Networks adopt solutions with a much larger num-
ber of attractors when they are trained on a discrete set
of spatial locations. A network of 40 units trained with
16 locations in training develops a separate attractor
for each location. The rate of decay, however, is much
faster than it is in the continuous case (2.13 vs. 1.10
cm/s). Despite the fast initial decay, it performs about
as well as the continuous counterpart because its final
resting points are closer to the target. The shortcoming
of this discrete model is that its hidden units have
unrealistic receptive fields. They are square-shaped, of-
ten non-local, and have abrupt step-like changes in
response moving from one spatial location to another.
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Krommenhoek, Opstal, Gielen, and Gisbergen
(1993), and Krommenhoek, Opstal, and Gisbergen
(1996) present another network model that computes
updated eye-based locations for intervening saccades.
Their model consists of a feed-forward network with
four layers. The first layer contains three signals suffi-
cient for computing an updated eye-based location. The
first signal is a memory of the target’s original eye-
based location, RE. The second is a memory of the eye
position at the time the target was observed, ET. And
the third is the current eye position, EA. Given these
signals, the updated eye-based location, or motor error,
is ME= (RE+ET)−EA. Inputs from RE and ET feed
into the second layer of the network. Then information
from the second layer is combined with input from EA

in the third layer which then projects to the fourth layer
representation ME.

The four-layered Krommenhoek model is consistent
with a head-based mechanism in line with that pro-
posed by Robinson (1975). The second layer of their
model combines information about the retinal location
of the target, RE, and eye position, ET, to compute its

location in a head-based frame. Interestingly, units in
the second layer do not explicitly code for the head-
based location with head-based receptive fields. They
have eye-based receptive fields that are modulated by
gain fields for the eye position similar to the model of
Zipser and Andersen (1988). This provides a distributed
representation of the head-based location. In the third
layer the information from the second layer is com-
bined with the current eye position in order to trans-
form it back into an updated eye-based location.

Our model differs from the Krommenhoek model in
two important respects. First, it actively models spatial
working memory through the recurrent dynamics in the
hidden layer. Thus, it is possible to test how spatial
memory decays over time. The Krommenhoek model
does not directly address this issue since it assumes that
a memory is fixed and provided at the level of the input
layer. Second, while their model uses a pure head-based
mechanism, ours uses a mixture of both eye- and
head-based mechanisms.

It is interesting that the network developed a mixed
strategy even though no constraints prevented it from

Fig. 6. Testing the preferred saccade direction. (A) A target is flashed 5 cm from the center of the workspace at one of eight directions. Each unit’s
response is measured at 100 ms while the target is still visible and then again 100 ms after it disappears. (B) The activation of unit 44 is plotted
over the eight tested directions during visual and memory periods. The preferred direction is aligned. (C) Unit 12 has a weak response during the
memory period. Its preferred direction does not match in the two periods. (D) The difference between each unit’s preferred direction in the visual
and memory periods is computed and accumulated into a histogram. Units with a weak response in one of the two periods are not included. A
response is considered weak if the range from maximum to minimum activation over the eight directions is less than 0.05.
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Fig. 7. Testing for gain fields. (A) The response of each unit is measured for a target flashed at its preferred direction from nine different fixation
positions (labeled F1 through F9). (B) The response of unit 44 at each of the nine fixation locations is shown. In each plot, the activity is shown
over the first 250 ms of the trial. The target disappears at 100 ms. The response is greatest for fixation positions to the top right. (C) Planar gain
fields are fit to the response in both the visual and memory periods (see Appendix A). Each fit gives an estimate of the gradient direction of the
gain field. The difference between the direction in the two periods is computed for each unit and accumulated into a histogram.

using either the pure eye- or pure head-based strategies.
For a pure head-based strategy, the network could have
developed a subset of units in the hidden layer that
implemented a head-based memory, and then other
units could have used the current eye position with that
memory in a feed-forward manner to compute the
updated eye-based locations. That solution would be
equivalent to the Krommenhoek model, but collapsed
into a single recurrent hidden layer. Alternatively, a
subset of units could have formed a pure eye-based
memory, and then other units could have used eye
position in a feed-forward manner to compute the
head-based location. Instead the network uses both
mechanisms in a complex distributed fashion.

The network produced internal representations that
are similar to those found in parietal areas. The main
characteristic shared by parietal cells and the hidden
units is that their receptive field responses are modu-
lated by the position of the eyes. The modulation takes
the form of a planar gain field in which the response
increases monotonically as the eyes move towards a
peripheral fixation point. Similar planar gain fields have
been observed for the memory responses of LIP and
area 7a saccade cells (Andersen et al., 1990). However,
these tests were performed only in the fronto-parallel
plane. Planar gain fields have also been reported in
depth, but only for visual responses of these cells
(Gnadt & Mays, 1989). Our model predicts that gain
fields in depth are also present during memory periods.

One discrepancy between the model and physiologi-
cal data is that head-based cells have not been found in
area 7a or LIP. In the study of Andersen et al. (1990),
over 50 cells in area 7a and LIP were mapped for their
preferred saccade direction from two or more fixation

locations. If a cell had a head-based receptive field, then
the preferred direction is expected to change with fixa-
tion in a manner that is similar to hidden unit 12 in the
model (Fig. 8C). None of the 50 cells tested in area 7a
or LIP exhibited changes in preferred direction. A later
study did find some cells that shifted their preferred
direction with fixation, but this only occurred for audi-
tory targets (Stricanne, Andersen, & Mazzoni, 1996).

It should be noted that some head-based units may
be overlooked in experiments where only the preferred
direction is tested. This is demonstrated by unit 44. Its
preferred direction remains the same at different fixa-
tions (Fig. 8B). With this data alone, it would appear to
be an eye-based receptive field with a strong gain field
preferring fixations to the upper right (Fig. 7B). How-
ever, if its receptive field is mapped in detail at several
fixation locations, then it is clearly a head-based unit
(Fig. 9B).

Although area 7a and LIP may lack head-based cells,
those cells do appear in nearby parietal areas that may
also be involved in memory-guided saccades. A recent
study has found that micro-stimulation of cells in a
restricted region near LIP results in saccades directed to
head-based locations (Thier & Andersen, 1998). This
area may overlap with parts of area VIP in which cells
with head-based visual receptive fields have been iden-
tified (Duhamel, Bremmer, BenHamed, & Graf, 1997).
Another parietal area, area PO, also contains cells with
head-based receptive fields and has cells with saccade-
related activity (Galletti, Battaglini, & Fattori, 1991).
Both VIP and PO are reciprocally connected to LIP
and area 7a (Blatt & Andersen, 1990). Thus cells in
these areas could participate in programming memory-
guided saccades through their recurrent connections to
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LIP and area 7a. It remains untested whether or not
these cells maintain memory activity during saccade
tasks.

Appendix A

A.1. The simulated saccade task

The simulated task is intended to be similar to the
double-saccade paradigm (Hallett & Lightstone, 1976;
Mays & Sparks, 1980; Sparks & Mays, 1983b). A visual
target appears for a short period. After it disappears
several saccades to other secondary locations are per-
formed in complete darkness. The network is trained to
remember how to saccade back to the target.

The network is trained on a continuous range of
locations. The locations for both the target and the
initial and secondary fixation points are chosen at
random from the horizontal depth plane. The
boundaries of the space sampled extends from −10 to
10° in direction and from 20 to 40 cm in depth. Target
and fixation locations are chosen randomly from a
Gaussian distribution positioned at the center of the
space and with a S.D. of 5° in direction and 5 cm in
depth. Sampling the center preferentially in this manner
yields hidden units with more realistic local receptive
fields. Otherwise, receptive fields tend to be broad and
located only on the periphery of the space.

The timing of events in the task must be chosen at
random. Otherwise, the network may develop solutions
that rely on its specifics. The duration of the visual
target’s presentation is chosen from an exponential
distribution with a mean time of 100 ms. Once the
target disappears, saccades to secondary locations are
performed at random intervals. The interval between
saccades is chosen from an exponential distribution
with a mean time of 300 ms. The total duration of the

trial is also chosen from an exponential distribution
with a mean time of 1000 ms. There are typically 2–3
intervening saccades on each trial. Time is divided into
steps of 10 ms. In the average trial there are 100 time
steps.

Intervening saccades are simulated by gradually mov-
ing the fixation point in a straight line to its new
location. Saccades occur over several time steps. The
size of the increment on each step is chosen to give a
bell-shaped velocity profile over the duration of the
movement. If the movement occurs over N time steps,
then the magnitude of the increment at time step i is
given by

Inc(i )=
1
Z

e
−

(i− (N/2))2

2(N/4)2 (1)

where Z normalizes the increments so they sum to the
magnitude of the saccade.

The duration of intervening saccades is longer for
larger saccades. In humans, conjugate movements have
been estimated to take 20+2.5���C� ms where ���C� is
the angular change in horizontal visual degrees (Baloh,
Sills, Kumley, & Hornibia, 1975). Joint movements in
direction and depth are known to be slower (Collewijn,
Casper, & Steinman, 1995). We model the slower dura-
tion as 30+3.0��� � where ��� � is the magnitude of the
2-d angular change in conjugate and vergence eye posi-
tion (which are described in the next section). The
duration is rounded off to the nearest multiple of the
time step size.

A.2. Inputs and output encodings of the network

A.2.1. Extra-retinal inputs
The conjugate and vergence angles are used to de-

scribed the position of the two eyes. The conjugate
angle is the average angle of rotation of the two eyes in
their orbits. The vergence angle is the difference in the

Fig. 8. Testing the preferred direction at different fixations. (A) The preferred direction test performed earlier at the central fixation is now
repeated at the other eight fixation locations. (B) Unit 44 prefers the same saccade direction for all of the fixations tested. However, the magnitude
of its response changes with each fixation. (C) A small set of units shift their preferred direction for different fixations. Unit 12 exhibits this type
of behavior.
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Fig. 9. The receptive fields of four different hidden units from a 80 unit network are presented. The activation of each unit’s response is shown
as a function of the visual target’s location in the workspace. This plot is repeated nine times, each time with the target presented while the eyes
are at a different fixation position as indicated by the circle. The activity of the unit is measured during the visual response period 100 ms after
the target has first appeared. The receptive fields during the memory period (not shown) are similar. (A) Unit 45 has an eye-based receptive field.
Its maximal response occurs in roughly the same place relative to the fixation point. This unit prefers locations just right of the fixation point.
(B) Unit 44 has a head-based receptive field. The location of its maximal response occurs at the same place in the workspace regardless of where
the eyes are fixating. This unit prefers locations in the upper right of the workspace. (C) Unit 12 also has a head-based receptive field but with
more variation with fixation. It prefers locations that are central in direction and towards the bottom of the workspace. (D) Unit 14 has an
intermediate receptive field. The response is modulated by where the eyes are fixating. It is stronger for fixation positions toward the right of the
workspace.

angle of rotation of the left and right eyes. Given a
fixation point in space, the corresponding conjugate
angle, CF, and the vergence angle, VF, are computed as

CF=� (2)

VF=
180
�

I×cos(�)
D

(3)

where � and D are, respectively, the direction and
distance of the fixation point, and I is the inter-ocular
distance between the eyes. The inter-ocular distance of
the model is 4 cm, which is comparable to a monkey.

The extra-retinal inputs to the network consist of 4
units. The first two units encode the eye position by the
conjugate and vergence angles. The other two units
encode the velocity of the conjugate and vergence an-
gles. The velocity is approximated as the difference
between the current and the previous time step.

Each extra-retinal input has an activation that is a
linear function of the angle it encodes. Cells with linear
coding of the conjugate and vergence position are found

in parietal areas (Sakata, Shibutani, & Kawano, 1980;
Squatrito & Maioli, 1996). Linear coding of conjugate
and vergence velocity is also found at the level of the
brainstem (Mays & Gamlin, 1995; Moschovakis, Scud-
der, & Highstein, 1996). Since cells in the brain typically
share similar dynamic ranges, we scale the activation of
each input so its minimum and maximum values will
range from −0.5 to 0.5 during the task.

A.2.2. Visual inputs
The visual input to the network consists of a retinal

array for the left and right eyes. Although parietal cells
do not receive direct retinal inputs, we assume that the
same information is retained in their extra-striate
inputs.

The retinal arrays each have 10 units. Each unit has
a Gaussian receptive field that is sensitive to where light
from the target hits the retina. The centers of the
receptive fields are evenly spaced to cover the range
from −25 to 25°. The activation of a unit at the
receptive field location Rx is given by
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Act=e−
(Rx−RT)2

2�2 (4)

where RT is the location of light from the target on the
retina and � is the receptive field width. The width is 7°
similar to visual cells in LIP (Gnadt & Breznen, 1996;
Platt & Glimcher, 1998).

The point where light hits each retina is computed
from the target and fixation locations in space. First,
the location of the target is expressed in terms of the
conjugate and vergence angles that would be required
to fixate it, CT and VT using Eqs. (2) and (3). Then the
retinal direction of the target from the cyclopedian eye,
R�, and the retinal disparity between the eyes, Rd, are
given by

R�=CT−CF (5)

Rd=VT−VF (6)

where CF and VF are the conjugate and vergence angles
of the fixation point. Then the location on the left
retina is R�−Rd/2 and on the right it is R�+Rd/2.

A.2.3. Eye-based outputs
A 10×10 array of units encodes the eye-based loca-

tion. The location is given by the cyclopedian retinal
direction and retinal disparity of the target, R� and Rd

in Eqs. (5) and (6). Each unit has a Gaussian receptive
field centered over a different location. Receptive field

Fig. 10. This figure summarizes the receptive field, the planar gain field, and the visual and memory response magnitudes in a network with 80
hidden units. (A) The location and size of the receptive fields of those units best fit with eye-based models are depicted. Each unit’s receptive field
is drawn as a circle centered at its location and with a width and height up to 1� or away from the center. (B) The location and size of the
receptive fields of those units best fit with head-based models are depicted. (C) The vector of the gain field’s gradient is drawn for each hidden
unit. There was no difference between the gain fields of eye- and head-based units. Both are included here. (D) The magnitude of each unit’s visual
and memory response is plotted.
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Fig. 11. The distribution of eye, head, and intermediate types. The
tuning of each unit is represented as a point in the plot. The location
on the x-axis indicates the degree to which the unit is eye- or
head-based. The location on the y-axis indicates the strength of the
gain field (see Appendix A for axis locations computed from the fit
models). In the plot, the eye-based unit (number 45), the head-based
units (numbers 44 and 12) and the intermediate unit (number 14) are
labeled. The units are divided into three nearly equal groups of head-,
eye-based, and intermediate types as indicated by the symbols. Al-
though there is clearly a continuous range of types, this classification
is useful later for analyzing the connectivity between types.

Table 5
The effect of eye velocity and eye position lesions on the percentage
shift and direction in remapping the eye-based outputs is given for a
network with 80 unitsa

Shift directionLesion type Percentage shift
(mean�S.D.)(mean�S.D.)

−0.2�10.9None 93.6�18.5
Velocity 47.8�22.1 −0.1�16.8

54.9�20.0Position −0.6�16.5

a Eye velocity lesions were implemented by setting the velocity
inputs to zero. Eye position lesions were implemented by holding the
eye position inputs constant. The percentage shift and directional
error are defined the same as in Table 3.

The width of the output receptive fields are chosen to
match saccade cells in area LIP. In direction the width
is 7° (Gnadt & Breznen, 1996; Platt & Glimcher, 1998).
In disparity, cells in LIP have widths between 2 and 5°
(Gnadt & Mays, 1995). We use 7° for direction and 2.5°
for disparity. This choice makes the shape of the recep-
tive field circular in the coordinate frame of the output
array.

A.2.4. Head-based outputs
A 10×10 array of units also encode the head-based

location. The location is described by its direction and
distance of the target in space. Similar to the eye-based
outputs, each unit has a Gaussian receptive field that is
centered over a different location. Locations are evenly
sampled from −15 to 15° in direction and from 15 to
45 cm in depth. This range covers any target in the
workspace.

The activation of a unit at location (Hx, Hy) in the
array is given by

Act=B+ (P−B)e−
(Hx−T� )2

2��
2 e−

(Hy−TD)2

2�D
2 (8)

where T� and TD are the target direction and distance,
and �� and �D are the width of the receptive field in
direction and distance, respectively. Parameters B and
P are the same as for the eye-based outputs.

Cells that have receptive fields tuned to the direction
and distance of targets are found in several parietal
areas (Sakata, Shibutani, Kawano, & Harrington, 1985;
Galletti, Battaglini, & Fattori, 1995; Stricanne et al.,
1996). Estimates of their size are not available. We
choose a width of 7° in direction that matches the
eye-based visual cells (Gnadt & Breznen, 1996; Platt &
Glimcher, 1998). The width in depth is also set at 7 cm
in order to make the receptive fields circular-shaped.

A.3. The neural network and training

The neural network architecture depicted in Fig. 2
consists of an input, hidden, and output layer of units.

locations are evenly sampled from −25 to 25° in
direction and from −10 to 10° in disparity. This range
is sufficient to insure that it falls inside the array.

The activation of a unit at location (Rx, Ry) is given
by

Act=B+ (P−B)e−
(Rx−R� )2

2��
2 e

−
(Ry−Rd)2

2�d
2 (7)

where �� is the receptive field width in direction, �d is
the width in disparity, B is the baseline activation, and
P is the is the peak activation. The baseline and peak
activation were set to be 0.10 and 0.50, respectively.
This gives a low baseline firing rate and a peak rate that
remains below the saturation of the sigmoid activation
function of the output units. Likewise, cortical cells
have low baseline rates and their peak firing typically is
well below saturation.

Table 4
The connectivity between different types of units. The units of a
network of size 80 are divided into three groups of eye-based,
intermediate, and head-based types (see Appendix A). The average
magnitude of recurrent weights from one group to another is given in
each entry

ToFrom

Eye-based Intermediate Head-based

Eye-based 0.981.36 1.34
0.780.640.84Intermediate

1.05Head-based 1.08 1.51
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Each hidden unit, hi, receives weighted connections, Vik,
from every input unit, xk, and recurrent connections,
Wij, from every hidden unit. Each also has a bias, Bi.
The activation of a unit at time t+1 is given by

hi(t+1)= f
��

j

Wijhj(t)+�
k

Vikxk(t)+Bi
�

(9)

where f(x) is the logistic function

f(x)=
1

1+e−x

The activation is intended to represent the average
firing rate of a neuron. The hidden units project to the
output layer. Each output unit, om, has an activation
given by

om(t+2)= f
��

i

Umihi(t+1)+Bm
�

(10)

where Umi denote the weighted connections from the
hidden units to the outputs and Bm is a bias.

The connections and biases of the network are opti-
mized through gradient descent using the Backpropaga-
tion Through Time Algorithm (Rumelhart, Hinton, &
Williams, 1986; Williams & Zipser, 1995). Three extra
constraints are included in the optimization that pro-
duce more realistic receptive field properties among
hidden units. The first encourages hidden units to have
low resting activities similar to real cortical neurons.
The second constrains the weights from the hidden to
output units to be positive. This forces the hidden units
to develop receptive fields that are similar to those of
the output units. This is desirable because the outputs
are similar to saccade cells in parietal cortex. The third
constraint sets the sum of the weights from each hidden
unit to all the output units to be equal to a constant.
This forces each hidden unit to make a nearly equal
contribution to the computation.

The first constraint is included in the optimization by
adding a cost to the error function used in the backpro-
pogation algorithm. The appended error function is

E(t)= �
M

m=1

(y*m(t)−ym(t))2+� �
H

i=1

Ci(t) (11)

where M is the number of outputs, y*m(t) is the desired
target activation for output unit m, and ym(t) is the
actual activation. Ci(t) is a cost function that is defined
for each of the units in a hidden layer of size H. The
constant � was set to be a small fraction (0.01).

The cost function Ci is computed from several statis-
tics of the hidden unit activity over time. The first is the
average activity estimated by hi(t)=�hi(t)+ (1−
�) h� i(t−1) where � is a constant set at 0.005. The
second is the instantaneous average of the population’s
activity

h(t)=
1
H

�
H

i=1

hi(t)

The third is each unit’s variance estimated by �i(t)=
�(hi(t)−hi(t))2+ (1−�) �i(t−1). The fourth, and last,
is the average variance of the population

�(t)=
1
H

�
H

i=1

�i(t)

The cost function Ci is then given by

Ci(t)= (hi(t)−�)2+�H(h(t)−�)2+
1
2

(�i(t)−�(t))2

(12)

where � is the desired resting activity. The first term
forces individual units to have an average activity �

which is set to a low value of 0.1. The second term
prevents the population of units from being active at
the same times. If the first two terms are applied alone,
low average activations will result but a large fraction
of the units will remain inactive at all times and effec-
tively play no role in the computation. The third term
corrects for this by forcing them to have approximately
the same variance over time.

The other constraints are enforced by resetting the
weights to the output units after each time step. First,
any negative weights are reset to zero. Then the weights
coming out of each hidden unit to the outputs are
renormalized. The renormalized weight, U �mi, is com-
puted as

U �mi=
U×Umi

Ui

(13)

where Umi denotes the weight from hidden unit i to
output unit m, U� i is the average output weight from
hidden unit i, and U� is the average output weight from
all hidden units.

During gradient descent, training takes place on each
time step with a probability of 0.10. This feature pre-
vents recurrent networks from over-fitting the current
trial, enabling them to generalize to all trials. The
networks are trained in successive stages in which the
learning rate is gradually decreased. They are trained
for 25000 trials with a learning rate of 0.05. Then this
rate is decreased by half every 2500 trials for the next
10000 trials. This allows a type of annealing in which
rough solutions are found quickly and then progres-
sively fine tuned at lower learning rates.

The initial state of activity in the network is reset for
each trial. Since the network is recurrent, the initial
state influences all subsequent behavior. To control for
this, each hidden unit is set to the baseline activity as
given by its bias value. The network learns to perform
the task starting from this state.
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A.4. Network performance

In analysis of the network’s performance, the center
of mass of the distributed activity in the output arrays
is taken to be the target’s location. The location of the
center of mass is given as

(x, y)=
�
i

�
j

(oij−B)(xi, yj)

�
i

�
j

(oij−B)
(14)

where oij is the activation of the output unit at the grid
position (i, j ), B is the baseline activity for the outputs,
and (xi, yj) gives the location in space corresponding to
grid position (i, j ).

A.5. Comparison to physiological data

Each hidden unit is subjected to similar tests as those
done on saccade cells in LIP and area 7a (Barash et al.,
1989; Andersen et al., 1990). The tests assess the unit’s
preferred saccade direction, how its response changes
for different fixation positions, and how its response
changes from visual to memory periods.

The preferred direction is assessed in a series of trials
in which a target is flashed at one of eight directions
(Fig. 6A). The response is measured at 100 ms while the
target is visible and then 100 ms after it has
disappeared.

To assess the gain field of each unit, a set of nine
trials was performed. On each trial the eyes are posi-
tioned at one of nine different locations in a 3×3 grid
(Fig. 7A). The fixation positions are located at −5, 0,
and 5° in conjugate direction, and at 7, 8.5, and 10° in
vergence. The target is always flashed at the unit’s best
saccade direction. Again the response is recorded at 100
ms while the target is visible and then 100 ms again
after it disappears.

To quantify the gain field response, a planar model is
fit to the data by least-squares regression. The planar
model is given as

y=�+c1(�c−�c)+c2(�v−�v) (15)

where �c and �v are the conjugate and vergence eye
position, respectively, and �c and �v are the mean
values. The gradient direction of the gain field is then
computed as the inverse tangent of the conjugate slope,
c1, divided by the vergence slope, c2.

The preferred saccade direction is assessed at several
different fixation positions. The original test used to
examine the preferred direction at the central fixation
location is now repeated at the other eight fixation
locations (Fig. 8A).

A.6. Quantitati�e analysis of recepti�e fields

The receptive field data for each hidden unit is fit to
eye- and head-based models and models including pla-
nar gain fields. The data consist of samples from a
10×10 grid of target locations at each of 3×3 differ-
ent fixation locations giving a total of 900 points (Fig.
9). There are 1800 points in total because a measure-
ment is taken both when the target is visible and 100 ms
after it has disappeared. A least squares minimization
algorithm in Matlab finds the best model parameters.

Pure eye- and pure head-based receptive field models
consist of a two-dimensional Gaussian curve with six
free parameters. The equation for the curve is defined
as

Gaussian (x, y)=
�

�+
�

A×e−
(x−�x )2

2�x
2 ×e−

(y−�y )2

2�y
2
��
(16)

where x and y refer to the location of the target (either
in eye- or head-based coordinates), � is the baseline
activity, A is the amplitude of the maximum response
above baseline, �x and �y give the location of the
receptive field, and �x and �y give the size of the
receptive field. In the pure eye-based model, the curve is
tuned to retinal direction and disparity. In the pure
head-based model, it is tuned to the direction and
distance in space.

The pure eye- and head-based models are augmented
with a planar gain field. The gain field multiplicatively
modulates the receptive field response as a function of
eye position. It is defined as

GainField(CF, VF)=g(c1+c2CF+c3VF) (17)

where CF and VF are the conjugate and vergence eye
position, and the parameters c1, c2, and c3 define a
plane. The function g performs a threshold operation
that leaves positive values unchanged and sets negative
values to zero. Since the regressions use gradient infor-
mation to find minima in parameter space, g must be a
continuous function. It is approximated here as g(x)=
0.01× ln (1+e100x).

Other gain field models did not fit the data as well.
Other models included non-planar sigmoidal shapes
and an additive instead of multiplicative modulation.
For every unit, the simple planar model fit better or as
well. Thus, only its results are presented.

Picking good initial values for the parameters is
important for avoiding local minima in fitting the mod-
els. The initial receptive field location was set to be the
location of the unit’s peak response. Initial values for
the other Gaussian parameters were set as �=0, A=
0.4, �x=7, and �y=7. The planar gain field was
initialized with c1=1 and c2=c3=0. The results from
regressions were inspected visually to insure they con-
verged on reasonable values. In the network with 80



J. Mitchell, D. Zipser / Vision Research 41 (2001) 1575–1592 1591

units, the average R2 of the best fit model was 0.945.
The unit with the worst fit still had an R2 of 0.81.

The visual and memory response of each hidden unit
had similar receptive field properties. The average abso-
lute difference receptive field location was only 0.6° in
retinal direction (over a range from −16 to 17°) and
0.3° in disparity (over a range from −5 to 5°). The
average absolute difference in head-based direction was
1.2 degrees (range from −11 to 11°) and 1.7 cm in
depth (range from 18 to 40). Further, the direction of
the gain field was similar with an average absolute
difference of 12.2°. The main difference in the two
periods was the magnitude of the response changed. In
the final analysis the same parameters were used to fit
the receptive field with the exception that the amplitude
parameter, A, was allowed to be different.

A.7. Unit classification

Units are divided into three nearly equal groups of
eye-based, intermediate, and head-based types. Al-
though there are not distinct boundaries between the
types, the classification is still useful for estimating the
strength of the recurrent connections between the
groups. The classification for each unit is made by how
well its receptive field is fit as either eye- or head-based
and by the strength of its gain field. In Fig. 11 each unit
is shown as a point along these dimensions. The x-axis
location is given by the R-squared of the full head-
based model minus the R-squared of the eye-based
model. The y-axis location is given by the R-squared of
best full model (either eye- or head-based) minus the
R-squared of the corresponding reduced model with no
gain field. The class is indicated by the symbol for each
unit.
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